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Abstract 

Background  Using event-related potentials (ERPs), we aimed to investigate audiovisual integration neural mecha-
nisms during a letter identification task in the left and right sides. Unimodal (A,V) and bimodal (AV) stimuli were pre-
sented on either side, with ERPs from unimodal (A,V) stimuli on the same side being compared to those from simulta-
neous bimodal stimuli (AV). Non-zero results of the AV-(A + V) difference waveforms indicated audiovisual integration 
on the left/right side.

Results  When spatially coherent AV stimuli were presented on the right side, two significant ERP components 
in the integrated differential wave were noted. The N134 and N262, present in the first 300 ms of the AV-(A + V) 
integration difference wave, indicated significant audiovisual integration effects. However, when these stimuli were 
presented on the left side, there were no significant integration components. This audiovisual integration difference 
may stem from left/right asymmetry of cerebral hemisphere language processing.

Conclusions  Audiovisual letter information presented on the right side was easier to integrate, process, and rep-
resent. Additionally, only one significant integrative component peaked at 140 ms in the parietal cortex for spatially 
non-coherent AV stimuli and provided audiovisual multisensory integration, which could be attributed to some 
integrative neural processes that depend on the spatial congruity of the auditory and visual stimuli.
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Background
The visual and auditory modalities are important sources 
of obtaining information from the outside world. When 
visual and auditory stimuli simultaneously appear and 
point to the same event, they are perceived as a coher-
ent stimulus, with this perceptual process being referred 
to as audiovisual integration [1–10]. Studies examining 
the neural mechanisms underlying audiovisual speech 

integration suggest that the superior temporal sulcus is 
the main brain region crucially involved in the integra-
tion of visual and auditory speech information [11–17]. 
Additionally, the frontal cortex [18] and parietal region 
[19] seem to be involved. However, there have been 
inconsistent reports regarding the activation of these 
regions.

In modern society, written language has played an 
important role in peoples’ lives. Reading and writing 
are products of human civilization, and the connection 
between visual letters and speech sounds have been arti-
ficially defined and acquired through long-term learning. 
It is rather impossible to have regions in the human brain 
that have naturally evolved to integrate this type of audio-
visual stimulus [20]. Nevertheless, most people can easily 
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learn and grasp the association of visual letters with their 
corresponding speech sounds, and perceive both as a 
unified whole. There has been extensive interest in and 
research on the audiovisual integration of letters and 
sounds within the fields of basic and applied research, 
which emphasizes the important role of the parietotem-
poral area. Previous studies that directly examined the 
neural mechanisms underlying letter and speech integra-
tion revealed that the superior temporal sulcus is a multi-
sensory area for speech integration [3, 6, 20–27].

Compared with other audio-visual stimuli integration, 
the integration of visual letters and speech sounds has 
shown similar commonalities in terms of brain mecha-
nisms and influencing factors; however, it is unique in 
terms of its specific cross-modal connections. Notably, 
these studies all presented visual and auditory stimuli 
in the central side without distinguishing the left/right 
sides. For stimuli presented in the left/right sides, visual 
information was first projected to the contra-cerebral 
hemisphere for further processing. However, there was 
a clear left/right asymmetry in speech processing, with 
most people having a verbal advantage in the left hemi-
sphere, as evidenced by behavioral data showing higher 
cognitive accuracy and greater speed for verbal stimuli 
presented on the right side (Campbell [7]; Dormal et al. 
[12]; Erickson et  al. [2, 28, 29]). Previous neuroimaging 
studies on the processing mechanisms of visual letters 
[22, 23, 30, 31] revealed that brain regions that process 
such stimuli are mainly located in the left hemisphere. 
The superior temporal sulcus, which is involved in the 
auditory processing and visual imaging of visual letters in 
the left hemisphere, also contains critical areas for under-
standing spoken and written words.

Additionally, in the real world, signals from different 
sensory modalities of the same object or event are usu-
ally temporally and spatially coherent. From this per-
spective, multisensory integration should diminish or 
disappear when each single stimulus is far apart in time 
and space, since in this case, two objects or events are 
perceived rather than a single object or event. Therefore, 
the spatial coherence of a stimulus plays a critical role 
in multisensory integration [4, 14, 24, 25, 32–34]. Con-
trastingly, apart from visual flash and pure sound used in 
previous audiovisual integration studies, the link between 
visual letter and speech sound formed through previous 
learning (rather than during human evolution) was more 
readily perceived as a whole. The present study aimed to 
address whether spatial factors influenced the integra-
tion of such audiovisual stimuli and whether the degree 
of influence and the involved brain areas differed from 
those previously reported.

Considering the dominant processing effect of visual 
stimuli on the right visual side, we postulated that there 

may be differences in the audiovisual letter integration 
effects induced by stimuli presented in different visual 
sides. Based on this hypothesis, stimuli were presented 
on the left or right visual side, and participants were 
required to always look at the central fixation point dur-
ing the experiment. Identified visual letters and speech 
sounds were presented unimodally (audio [A]; visual [V]) 
and bimodally (AV). Comparison of the ERP waveforms 
evoked by the stimuli on the left/right side allowed fur-
ther elucidation of the underlying neural mechanisms 
involved in audiovisual integration during letter recogni-
tion in order to provide electrophysiological evidence for 
deeper insight into the brain mechanisms underlying let-
ter and speech integration.

Methods
Participants
We used G*Power 3.1 software to calculate the sam-
ple size required to ensure sufficient statistical efficacy, 
which revealed that 24 participants met the minimum 
sample requirement for this experiment. Since there are 
many right-handed university undergraduates in our col-
lege, to minimize confusion, we randomly recruited 34 
(16 male [mean age: 21.4  years] and 18 female partici-
pants [mean age: 20.9  years]) participants, all of whom 
were right-handed, had no history of mental disease or 
brain injury, and had normal or corrected vision and nor-
mal hearing. This study was approved by the Research 
Ethics Committee of Hunan University of Humanities, 
Science, and Technology (approval number: jy2021-072); 
further, all participants provided written informed con-
sent. Additionally, this study was conducted in accord-
ance with the tenets of the Declaration of Helsinki.

Experimental methods
Stimuli materials
Chinese letter processing involves relatively stronger 
connection between the form and meaning, while Eng-
lish letter processing involves relatively stronger con-
nection between form and sound. In this study, the 
participants were college students who had been learn-
ing English for > 10  years; moreover, the present study 
applied simple letters that all participants were familiar 
with as stimuli. Therefore, to better investigate the char-
acteristics of audio-visual integration, we borrowed from 
previous studies and used letters rather than words as 
stimulus materials. The stimuli were presented unimo-
dally or bimodally (single visual [V], single auditory [A], 
and simultaneous audiovisual [AV]). The visual stimuli 
included the English alphabet (A, D, E, I, J, K, O, R, and 
T; font style, Arial; font size, 36) projected on a screen at 
a distance of 2.83  m from the participants using a pro-
jector, and presented at a position of 9.6° to the left (VL) 
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or right (VR) of the gaze point for a duration of 60 ms. 
The auditory stimulus comprised the recording of the 
same nine letters of the alphabet (75  dB; 5  ms rise/fall; 
duration, 60 ms), presented through speakers on the left 
and right (AL and AR), which were 19.2° apart. Neuro-
physiological and behavioral studies [33] have shown that 
the relative position between single morphological stim-
uli plays a key role in multisensory integration and that 
between-stimuli positional differences will affect their 
integration effects. Therefore, auditory stimuli were pre-
sented using speakers (rather than head-phones) placed 
in the same position as that of the letter presentation [14, 
33]. In the condition of the simultaneous presentation of 
audiovisual stimuli, both spatially congruent (ALVL and 
ARVR) and incongruent (ALVR and ARVL) locations of 
visual and auditory stimuli were applied. Accordingly, the 
entire experiment included eight stimulus presentation 
conditions: AL, AR, VL, VR, ALVL, ARVR, ALVR, ARVL 
(Abbreviations: VL, visual stimuli presented on the 
screen at a position of 9.6° to the left of the gaze point(+); 
VR, visual stimuli presented on the screen at a position of 
9.6° to the right of the gaze point(+); AL, auditory stimu-
lus presented through speakers on the left located (19.2° 
apart) behind the screen corresponding to the location of 
the VL; AR, auditory stimulus presented through speak-
ers on the right located (19.2° apart) behind the screen 
corresponding to the location of the VR; ALVL, auditory 
and visual stimuli presented simultaneously to the left of 
the gaze point(+); ARVR, auditory and visual stimuli pre-
sented simultaneously to the right of the gaze point(+); 
ARVL, auditory stimulus presented to the right of the 
gaze point(+) and visual stimuli presented simultane-
ously to the left of the gaze point(+); and ALVR, audi-
tory stimulus presented to the left of the gaze point(+)
and visual stimuli presented simultaneously to the right 
of the gaze point(+)). All the conditions were presented 
randomly. Figure 1 shows a schematic of the experimen-
tal design.

Procedure and task
The experiment was conducted in a dark, soundproof 
laboratory with the participant sitting in a comfort-
able chair and gazing at the center of the screen with 
both eyes. The experiment started with displaying 
the + (gaze point) for 500  ms. Next, a black screen 
was displayed for 300–600  ms, followed by a random 
presentation of stimuli to the left or right of the gaze 
point for 60  ms. To exclude the confounding effect of 
brain region activity induced by other factors (decision 
making, response preparation, etc.) on brain region 
activity induced by cross-morphological interaction 
and perceptual processing, we adopted the odd-ball 
experimental paradigm, which requires participants to 

respond to low-probability target stimuli. The partici-
pant’s task was to press the “1” key as quickly as possi-
ble after the target stimulus was shown in any channel. 
During the experiment, the target stimulus was not 
fixed; instead, it was changed once per group (72 tri-
als). Before each target stimulus changed, a message—
“The next target stimulus is X (a letter presented as a 
picture)”—was displayed at the center of the screen. 
Throughout the experiment, participants were asked to 
look at the central gaze point on the screen with both 
eyes, to try not to move or blink when the stimulus was 
presented, and to respond as quickly and accurately as 
possible. Figure 2 shows the experimental procedure of 
the task.

Before initiating the formal experiment, each partici-
pant was given 20 practice trials to ensure familiarity 
with the experimental procedure and task requirements. 
In the formal experiment, each stimulus presentation 
condition was repeated 90 times, for a period of 1/9th of 
the target stimuli. The rest time at the end of each group 

Fig. 1  Schematic of the experimental design. Visual stimuli (VL, VR) 
presented to the left (L) or right (R) of the fixation point; auditory 
stimulus (AL, AR) presented through speakers on the left and right 
(19.2° apart) located behind the screen corresponding to the location 
of the visual stimulus presentation

Fig. 2  The experimental procedure of the letter identification task
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of trials was freely decided by the participants in order to 
eliminate fatigue.

ERP recording and analysis
The ERP recording and analysis system (Brain Prod-
ucts GmbH, Gilching, Germany) was used to record the 
EEG signals according to the international 10–20 system 
extended by 64 electrode caps. The reference electrodes 
were placed on the bilateral mastoid line with the fore-
head grounded. Horizontal electrooculography (HEOG) 
was recorded through the electrodes at the lateral cor-
ners of the left and right eyes, while vertical electroocu-
lography (VEOG) was recorded through the electrodes 
located in the upper and lower orbits of the left eye. 
The signal was amplified with an amplifier, filtered with 
a band pass of 0.05–80 Hz, and sampled at 500 Hz. The 
impedance between the scalp and electrodes was < 5 kΩ, 
with off-line super position processing after the com-
pletion of recording. VEOG and HEOG were automati-
cally corrected, while eye-movement and other artifacts 
(voltages exceeding 100 μV) were automatically rejected. 
After superimposition, the participants whose eye gaze 
point deviated from the central gaze point by > 0.2 and 
those whose eye gaze’s wave amplitude was > 3 μV in the 
− 300  ms interval were first excluded [35]. The results 
showed that all participants had gaze point deviations 
of < 0.2˚.

For the purpose of this study, ERPs that were evoked 
only when participants responded correctly to non-target 
stimuli were included in the analysis; additionally, EEGs 
were averaged for each of the eight conditions and filtered 
at a low-pass cutoff frequency of 30 Hz. Furthermore, to 
exclude confounding of early cross-morphological inter-
actions by pre- and post-stimulus slow potentials, the 
mean EEG waveforms were filtered using a high-pass 
cutoff filter at 2  Hz [33]. ERP was analyzed at 1000  ms 
after stimulus presentation and 100  ms before stimulus 
onset, as a baseline. Multisensory interaction effects were 
examined by subtracting the sum of the ERPs of the two 
single-channel stimuli from the ERP of the two-channel 
stimuli. Specifically, the interaction effect was equal to 
the AV-(A + V) integration difference wave. Integration 
difference waves for spatially position-consistent and 
non-consistent AV stimulus pairs were calculated using 
the following equations.

	(i)	 Difference waves of spatially coherent AV stimuli:

	(ii)	 Difference waves of spatially non-coherent AV 
stimuli:

L(left):ALVL− (AL+ VL) = SL,

R
(

right
)

:ARVR− (AR+ VR) = SR.

The aforementioned paradigm has been used in typi-
cal multisensory integration ERP research. However, 
this differential wave equation may present an issue. 
If there was a common activation I in three ERP wave-
forms (visual [V], auditory [A], and audiovisual [AV]), 
such as the expected slow wave caused by target expec-
tations, the comparison would have been inappropri-
ate. Since the common activation I was reduced twice 
(i. e., AVC − (AC + VC) =  − C [36]) by dualform ERP, the 
resulting item may have reflected multisensory interac-
tion and the co-activation component. To examine the 
impact of spatial consistency on audiovisual integration 
more accurately, we used the sum of positional consist-
ent difference waves to subtract the sum of positional 
inconsistent difference waves. This “double difference” 
wave was mathematically similar to the ERP of a posi-
tional consistent stimulus pair minus the ERP of a posi-
tional inconsistent stimulus pair (i.e., (SL + SR) − (DL
R + DRL) = (ALVL + ARVR) − (ALVR + ARVL)). This 
equation contained two subtracted numbers (ALVL 
and ARVR, where L denoted left and R denoted right) 
and two negative numbers (ALVR and ARVL), which 
allowed exclusion of contamination by other artifacts. 
The period of deviation from zero in the double differ-
ence wave was determined to be the processing stage of 
the spatial representation of the integration of the two 
sensory information types.

To rule out the confounding effect of brain region 
activation by other factors (decision making and prepa-
ration for response, etc.) on cross-modality interaction 
and sensory processing-induced brain region activ-
ity [9], we only analyzed the ERP components in the 
first 300  ms of the differential wave. According to the 
total average map and topographic map of ERP, fifteen 
electrode positions (FP1, F 3, F 5, c 5, P 5, O 1, FZ, CZ, 
POZ, FP2, F 4, F 6, C 6, P 6, O 2) in the central-parietal 
region and bilateral (left-sided) prefrontal-temporal 
regions were selected for analysis of variance with two-
factor (stimulus presentation conditions and recording 
points) repeated measurements. The significance of the 
SL and SR (positional consistent stimulus pair) integra-
tion difference waves was tested separately using Stu-
dent’s t-tests (i.e., SL, SR, and the double difference 
waves were compared with zero). Moreover, p-values 
were reported with Bonferroni correction. The level of 
significance was set at p < 0.001.

L(left):ARVL− (AR+ VL) = DLR,

R
(

right
)

:ALVR− (AL+ VR) = DRL.
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Results
Spatially coherent AV stimuli
Figure 3 shows the ERP components of the original wave-
forms evoked by spatially coherent visual (VL, VR), audi-
tory (AL, AR), and audiovisual (ALVL, ARVR) stimuli. 
The auditory component included significant P1, N1, and 
P2 components, which were mainly in the forehead and 
central regions. The visual ERP component included sig-
nificant N1 and P2 components, which were mainly in 
the posterior part of the scalp. The components evoked 
by auditory and visual stimuli could also be distinguished 
in the ERP waveforms of bimodal stimuli.

AV-(A + V) difference waves were analyzed to reveal 
the cross-modal integration effect of audiovisual stimuli 
located simultaneously to the right and left of the gaze 
point (see Methods for the specific calculation of the 
interaction effect). Student’s t-tests results demonstrated 
that the SL integration difference wave had no significant 

components (p > 0.05; Fig.  4a), while the SR integration 
difference wave had two significant components between 
72–145 ms and 250–280 ms (Fig. 4b).

Further analysis of the SR difference wave showed that 
the component within the 72–145 ms interval peaked at 
134  ms (N134) and was significantly distributed in the 
central-parietal region (p < 0.001); the component within 
the 250–280-ms interval peaked at 262  ms (N262) and 
was significant in both (left-skewed) prefrontal-temporal 
regions (p < 0.05) (see Fig. 5).

Spatially non‑coherent AV stimuli
Figure  6 shows the ERP components in the original 
waveforms induced by non-coherent AV stimuli (ARVL, 
ALVR). The ERP waveforms for the bimodal stimuli 
included significant N1 (peaked at ≈130  ms) and P2 
(peaked at ≈250 ms) components.

Fig. 3  a Plot of the total mean ERP evoked by AL, VL and ALVL at the CPZ recording point; b plot of the total mean ERP induced by AR, VR, 
and ARVR at the CPZ recording point. ERP: event related potentials; VL and VR: visual stimuli presented to the left (VL) and right (VR) of the gaze 
point; AL and AR: auditory stimulus presented through speakers on the left (AL) and right (AR) located (19.2° apart) behind the screen 
corresponding to the location of the visual stimulus presentation

Fig. 4  a Student’s t-test plotted to demonstrate the p-values of the ALVL- (AL + VL) difference wave (SL) in the 0–300-ms interval for some 
electrodes (compared with the zero value). b Student’s t-test plotted to demonstrate the p-values of the ARVR- (AR + VR) difference wave (SR) 
in the 0–300-ms interval for some electrodes (compared with the zero value)
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We investigated the influence of spatial coherence 
on multisensory integration based on double differ-
ence waves, which could more thoroughly eliminate 
the confusion caused by common components in ERP 

waveforms (see the Methods section for details). As 
shown in Fig.  7, there was a marked integration com-
ponent in the double difference wave; the component 
peaked at 140 ms (P140) and was significantly distrib-
uted in the parietal region (p < 0.05; Fig. 7).

Fig. 5  Total event-related potential average map of ARVR- (AR + VR) difference wave (SR), with its topographic map and t-test topographic map 
within 72–145 ms (a) and 250–280 ms (b)

Fig. 6  a Plot of the total mean event-related potential (ERP) evoked by AL, VR, and ALVR at the CPZ recording point; b plot of the total mean ERP 
induced by AR, VL and ARVL at the CPZ recording point
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Discussion
Spatially coherent AV stimuli
When people look precisely at the center, information 
presented to the right (i.e., right visual side) and left (i.e., 
left visual side) of the gaze point is projected in the left 
and right cerebral hemispheres, respectively. For visual-
verbal stimuli, the processing brain regions are mainly 
located in the left hemisphere [22, 23]. In contrast to 
language processing [6, 7], auditory processing is more 
susceptible to visual influences at both the neural and 
perceptual levels. Given all of the above, we hypothesized 
that there may be asymmetric audiovisual integration of 
the left and right visual sides during letter recognition. 
In this study, the ERP waveforms evoked by two-channel 
stimuli (AV) in the left and right visual sides were sub-
tracted from the algebraic sum of ERP waveforms evoked 
by two single-channel stimuli presented separately. This 
was to explore whether the integration effects between 
visual and auditory stimuli presented in different visual 
sides were similar as well as to further investigate the 
neural mechanisms underlying audiovisual integration. 
The results showed that when stimuli were presented in 
the right visual side, there were two major ERP compo-
nents in the ARVR-(AR + VR) difference waveform. The 
first was a large negative deviation within 72–145 ms pre-
sent in the central-parietal region (N134), while the sec-
ond was a negative deviation within 250–280 ms present 
in the bilateral (left-skewed) prefrontal-temporal regions 
(N262). Contrastingly, for the condition where the stimuli 
were presented in the left visual side, no significant ERP 
component was present in the ALVL-(AL + VL) differ-
ence wave. The present experiment verifies the previously 
proposed hypothesis, i.e., there is a significant difference 
between the integration effects evoked by audiovisual 
stimuli presented in different sides, with only audiovisual 
stimuli presented in the right side showing integration 
effects.

The N134 component induced by the right-side audio-
visual integration was presented within 72–145 ms, veri-
fying the proposed hypothesis that there is a significant 
difference between those of the auditory N1 component. 
This result is consistent with previous reports [3, 10, 37, 
38]. We interpret this to mean that when audiovisual 
stimuli are presented on the right side simultaneously, 
not only does the presentation of auditory stimuli acti-
vate auditory-related cortical areas, but the simultane-
ous presentation of visual stimuli also contributes to the 
activation of auditory cortical areas.N262 in the differ-
ence wave was present at latencies of 250–280 ms, and it 
characterized the integration of visual letters with audi-
tory speech in multisensory areas. Although that compo-
nent was distributed in the prefrontal-temporal regions, 
similar components in aforementioned studies [26, 33] 
were mostly distributed in the superior temporal cortex. 
We attribute this to the fact that the stimuli used in the 
aforementioned studies were visual flashes and auditory 
noises, whereas the stimuli used in the present experi-
ment were letters and speech sounds that were specifi-
cally related to each other, and additionally, the stimulus 
presentation time was significantly shorter (only 60 ms). 
During audiovisual speech processing, both temporal 
and prefrontal cortices are areas where sensory integra-
tion occurs, and activation of the temporal cortex can be 
transmitted to the prefrontal cortex. The interpretation 
of N262 in this study is supported by the results of the 
ERP study on audiovisual Chinese character recognition 
by Liu et  al. [39], who found two components—N210 
(right prefrontal-temporal cortex) and P270 (left pre-
frontal-temporal cortex). Based on the latency and loca-
tion of these two components in the brain, they proposed 
that these two components characterize the activation 
of brain regions that occurs during audiovisual integra-
tion. The involvement of the prefrontal cortex in audio-
visual integration was also verified by Raij et al. [3]. Van 

Fig. 7  Total event-related potential average map of (ALVL + ARVR) − (ALVR + ARVL) double difference waves on CPz recording sites, with its 
topographic map and t-test topographic map



Page 8 of 10Wen et al. BMC Neuroscience           (2024) 25:40 

Atteveldt et  al. [20] also suggested that the prefrontal 
cortex is associated with speech processing and atten-
tion. Furthermore, studies conducted by Alsius et al. [5], 
Fleming et al. [2], and Gonzalo and Büchel [30] revealed 
that the left prefrontal cortex is the main area for learn-
ing audiovisual connections, and that the prefrontal area 
is strongly activated during the learning of novel audio-
visual connections. However, the activation of this area is 
diminished if such connections are familiar and acquired 
over time.

In our experiments, visual, auditory, and audiovisual 
stimuli were presented on the left and right sides, and 
the integration effects evoked by stimulus presentation 
on the different sides and the brain area mechanisms 
involved were examined separately. The results showed 
that when the stimuli were presented in the right side, two 
major ERP components (N134 and N262) were present 
in the first 300  ms of the AV-(A + V) integration differ-
ence wave, indicating a significant audiovisual integra-
tion effect. However, when the stimuli were presented in 
the left side, there were no significant components in the 
integration difference wave, which indicates the absence 
of a significant audiovisual integration effect. We suggest 
that this difference in audiovisual integration between the 
left and right sides results from the functional variability 
of the left and right cerebral hemispheres. When letters 
are presented in the right visual side, the left brain, which 
primarily performs verbal processing, is more likely to 
integrate audiovisual letter information, process it, and 
represent it. Therefore, the participants are more likely to 
recognize the letters presented on that visual side. This 
is consistent with previous reports, which proposed that 
the left hemisphere was the main brain area involved in 
speech processing and recognition [22–25]. However, 
when audiovisual speech stimuli are presented in the left 
side, visual letter information projected to the right cer-
ebral hemisphere may not be processed until it is deliv-
ered to the corresponding area in the left hemisphere, 
which delays the arrival of visual information in the supe-
rior temporal area. Therefore, in the condition where the 
stimuli were presented in the left side, the audiovisual 
stimuli were not well integrated due to the temporal fac-
tor. Accordingly, no significant integration effect could 
be observed. Our findings are consistent with previous 
reports regarding letter-speech integration, where Raij 
et al. [3] found significant audiovisual integration effects 
in the left prefrontal parietal area and left posterior supe-
rior temporal sulcus. Although an integration effect was 
also present in the right superior temporal sulcus, the 
effect appeared 70 ms later than in the left superior tem-
poral sulcus, which reflects the possible transmission of 
the corpus callosum association through bilateral sym-
metric activation.

However, most previous studies have found latency 
and brain area distribution in visual cortical areas simi-
lar to that of the ERP component associated with audi-
ovisual integration in visual N1 [33, 38], all of which 
were interpreted as a modulation of activity in visual 
cortical areas through the presentation of auditory 
stimuli. However, we did not observe any similar audi-
ovisual interaction component in this area. This could 
be attributed to the fact that the visual stimuli in our 
experiment were statically presented with clear letters, 
whereas speech is continuous and constantly chang-
ing over time, which makes the recognition of auditory 
stimuli more difficult than that of visual letter symbols. 
Moreover, it further demonstrates that visual infor-
mation has a greater impact on auditory processing. 
In language processing, auditory processing is more 
susceptible to visual influences at both the neural and 
perceptual levels, and auditory language areas (e.g., the 
temporal transverse gyrus) can be activated through 
visual language. This is consistent with previous reports 
regarding letter-speech integration [3, 7, 20, 21], where 
audiovisual integration modulates activity in the audi-
tory-related cortex rather than in the visual-related 
cortex. A similar tuning effect was not observed in 
the visual-related cortex. This could be attributed to 
the fact that visual information has a relatively higher 
degree of reliability; therefore, its presentation has a 
greater effect on auditory cortical activation, whereas 
the presentation of auditory information has little effect 
on the visual cortex.

Spatially non‑coherent AV stimuli
The comparison of ERP waveforms evoked by spatially 
congruent and non-congruent stimuli revealed a signifi-
cant integration component within 120–160  ms in the 
double difference wave, which peaked at 140  ms (P140) 
and was mainly distributed in the parietal cortex. The 
latency and distribution of the brain regions of this com-
ponent are similar to those of previous studies, where 
Fort et al. [40] observed a positive component extensively 
distributed in the parietal-occipital cortex at ≈170  ms. 
Teder-Sälejärvi et  al. [33] also observed a central posi-
tive component around 175 ms. Calvert and Campbell [6] 
mentioned that the parietal cortex is involved in cross-
morphological localization and in tuning spatial attention 
processing. Accordingly, the P140 in our results indicates 
a spatial location effect in the perceptual phase, while 
AV multisensory convergence is based on certain types 
of integrated neural processing that depend on spatial 
coherence between the auditory and visual stimuli (i.e., 
the spatial location between visual and auditory stimuli 
can affect audiovisual integration effects).
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Conclusions
In this study, regarding spatially coherent audiovisual 
stimuli presented on the right side, there were two major 
ERP components; namely, the N134, which represents 
the audiovisual integration occurring in auditory areas, 
and the N262, which represents the audiovisual integra-
tion occurring in polymorphic sensory areas. However, 
no significant component of the integration difference 
wave emerged when the audiovisual stimuli were pre-
sented on the left side. This difference in audiovisual inte-
gration between the left and right sides may be attributed 
to the asymmetry of language processing in the left and 
right cerebral hemispheres. The audiovisual letter infor-
mation presented simultaneously in the right visual side 
is more likely to be perceived as a unified integrated qual-
ity and more likely to be processed and characterized. 
Regarding audiovisual stimuli presented in incongruent 
locations, there was a significant integration component 
in the difference wave that peaked at 140  ms (P140), 
which was extensively distributed in parietal areas and 
represented the effect of spatial location on audiovisual 
integration in multisensory areas. Our results suggest 
that audiovisual integration is based on certain differ-
ent types of integrated neural processing, some of which 
depend on the spatial coherence between visual and 
auditory stimuli, whereas others are not limited by spatial 
coherence.

Further research
In this study, letters were used as stimuli when examining 
the audiovisual integration in the left or right visual sides. 
There is need to verify whether the results will be con-
sistent if the stimuli are replaced with Chinese or other 
characters. Furthermore, the influencing factors of multi-
sensory integration include spatial and temporal factors. 
Future research can regulate the temporal order relation-
ship between stimuli to examine the impact of temporal 
factors on audiovisual integration. Additionally, since 
only radially oriented sources would cause topographical 
maxima over these areas, especially with the folding of 
the auditory cortex, ERPs can appear over frontal areas, 
originating in auditory areas, rather than prefrontal corti-
cal areas. Accordingly, subsequent studies are warranted 
to use the fMRI technique for accurate localization.
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