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In recent years, small-world graphs have gained consid-
erable interest as models of real-world systems, which
often display features residing between regularity and
randomness. The most notable of these models is the
Watts-Strogatz graph [1], though alternatives have been
proposed [2]. The unifying characteristics of these mod-
els are that any two nodes are joined with a small num-
ber of links between them (i.e. short path length), while
at the same time connected node pairs exhibit an abun-
dance of triangular relations resulting in a high degree
of local redundancy (i.e. high clustering).
Theoretical investigations of small-world graph models

have generally applied asymptotic evaluations in the limit
of large system size [3] or the continuum approximation
[4] to the algorithmic definition of the graph, in the
absence of an analytic representation. In this study, we
introduce a generative model of directed small-world
graphs, a canonical model of Watts-Strogatz digraphs, and
propose an approach that yields the graph’s defining adja-
cency matrix in algebraic terms, with the goal to provide
mathematically rigorous access to the study of finite-size
small-world graphs [5]. The proposed approach makes use
of random annihilation operators whose algebraic proper-
ties can be utilized to assess algebraically well-defined
graph-theoretic measures in an analytically exact frame-
work, valid nonasymptotically for all graph sizes. We
demonstrated the application of our approach by calculat-
ing, for the first time, the asymmetry index and total clus-
tering coefficient of small worlds in an exact fashion.
We then utilize the exact nonasymptotic expression for

the clustering coefficient in order to assess the small-world-
ness of structural brain networks in an analytic setting.
Using the number of nodes and edges of the given brain
networks to construct the equivalent small-world network,
we observe that a significant edge rewiring of at least 20%
up to 60% is required to produce the small-worldness

indices observed in these networks. Importantly, the maxi-
mum of the small-worldness index however occurs in all
cases at one order of magnitude lower than the required
rewiring found. This result suggests that neural graphs
reside far away from the small-world regime of the Watts-
Strogatz model.
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